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1.Introduction

Recent studies on the waves excited by an obstacle
have revealed the basic nonlinear wave-generation
mechanism. The two-dimensienal internal gravity
waves excited near resonance are found to be well
described by the forced Boussinesq equation or the
forced KdV(fKdV) equation [Grimshaw& Smyth
(1986), Zhu,Wu & Yates (1986), Melville &
Heilfrich (1987) and Hanazaki (1992)}. Here,
resonance means that the horizontal wind velocity
is equal to the lincar long-wave speed of one of the
vertical internal wave modes. On the contrary, for
the three-dimensional internal gravity waves, litle
resulls have been oblained. Solutions of the Green-
Naghdi equalions, forced KP (fKP) equaticn and the
forced Boussinesq equations have been obuined by
Ertekin,Webster & Wehausen (1986), Kalsis &
‘Akylas (1987) and Pedersen (1988). Howewver,
quantitative verification of these equations as 4
time-dependent weakly nonlinear meodel has yel to
be done. In this study, we solve the time-dependent
three-dimensienal  Navier-Stokes  equations
numerically.[Please sce J.Filuid Mech. (1994) by
Hanazaki for details.] For the saving of the space,
we show here only the resulls for the resonant flow
of two-layer fluid. it is shown that the waves
resonantly exciled by an obstacie are qualitatively
described by the weakly nonlinear theory (fKP
equation or iits extensions) and an abnormal
reflection similar (o the Mach reflection occurs at
the side wall.

2.Theory and the numerical method
The forced exwended KIP{TEKP) equation is given by
i
-E.(,A., +AA) + 8 AL + BB ATA, + G Agy +%f_dxa,,, +Cy=0.

where A(X,Y,T) denotes the amplitude of the

wave of the resonant mode. The fKP equation is
obtained by neglecting the cubic nonlincar term

£a2A2Ax. For details, please sece Hanazaki
(1994). The computation was done in the domain of
XpnSXx<x ., 0<y<gy =W,
h(x,y)<z<z,, = D, where W(=40D) is the
half width of the channel, D is the channel depth.
The mountain shape is given by

1 x 2 y 2
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5D 100

and
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and h(x,y) =0 elsewhere (A = 01D, see
Figure {]. The computation is done only for y»0
because we assume the symmeuy of the flow against
the plane of y=0. At y=W rigid walls exist. The

undisturbed densily distribution 5(2) is given by

- - lw = 50(z - /
py= 3[p0)+ 50}~ 5[0 - p(D)]zanh[—%].
with p(D) = 0.99(0), and h, =0.3D. The
Froude number is defined by F=U/C, where C is the
linear long-wave speed of Lhe fastest wave mode. We
results for F=1 (exact

resonance). The Reynolds number is defined by  the
height of the moumain is [ixed w0 be 1000.

show here only the

3.Results

in  Figure 2, timc development of the
resonant{F=1.0} MNow of a nearly tweo-layer fluid
over tpography is described.  Here A(x.y,t)=
A1(x,y,1) 1s calculated using the horizontal velocity
u{x,y,z,L). In the initial time development{Ut/D=40)
the upsiream waves are curved backwards [Figure
2(a)]. At around U1/D=60, the far side end of the
upstrearn waves reaches tie side wall and it begins
to be reflected. After that, the upsiream waves
become gradually straight crested as lime proceeds.
Downstream of the obstacle, flat depression is
formed and it becomes longer as time proceeds.
Further downstream, lee waves are generated[Figure
PIGHIS

To compare this solution with the weakly nonlinear
theory, the solutions of the {KP and the fEKP
cquation when F=1.0 (Uy/D=200) are shown in
Figure 3. The over all qualilative [calure agree with
the solulion of the [ully nonlinear Navier-Stokes
equutions. However, there are some quantitative
differences. Nearly [lat depression just downstream
of the obstacle(x>0, y=0), which is typical in the
two-dimensional waves and also scen in the three-
dimensional solution of the Navier-Stokes
equalions, does nol appear in  Lhe solutions of the
KP and the fEKP equation. In addition, in the
solution of the {KP equaiion[Figure 3(a)], the
generation peried of the upsiream waves is shorter
and the upstream-advancing speed is larger.
Although the upsiream waves have comparable
amplitude, lee-wave amplitude is highly over
predicted. In  the solution of the [EKP
equation|Figure 3(b)], the amplitude of the upstream
wave 15 over predicled although the tee wave
amplitude is smailer than the solution of the fKP
equation. The generation period of the upsiream
wave is longer and the upsiream-advancing speed is
smaller than the solution of the Navier-Stokes
equations. [l seems that, except just upsiream of the
obstacle(x<0,y<20D}, the [EKP cquation shows
beter agreement with the Navier-Siokes equations



compared to the fKP equation. However, solution of
the fEKP equation shows large differences just
upstream of the obsiaclewhere we have the most
concern. Therefore, we can not say
straightforwardly that the fEKP equation is a
sufficiently accurate model of the phenomenon, We
note that, although the comparisons are made here
only for F=1.0, typical qualitative differcnces were
the same for the other Froude numbers ncar
resonance,

4.Conclusion

We have found thal the three-dimensional waves
excited by an obstacle near resonance in nearly two-
layer flow are described quakitatively by the FKP or
the fEKP equation. In the process of the 1wo-
dimensionalisation of the upsiream wave, it was
found that the zbnormal reflection similar to the
Mach reflection of a Boussinesq solitary wave plays
an important role. The phenomenon could not be
explained by the difference in the group velocity of
the lateral mode of the lincar wave.

References

1. R.C.Ertekin, W.C.Webster & 1.V.Wchausen.
J.Fluid Mech. 169, 275 (1986).

2. R.H.1.Grimshaw & N.Smyth 1986 J.Fluid Mech.
169, 429 (1986).

3. H.Hanazaki, Phys.Fluids A4, 2230 (1992).

4. H.Hanazaki, J.Fluid Mech. (1994)(in press).

5. CKatsis & T.R.Akylas J.Fluid Mech 177,49

(1987).
6. W.K.Melville & K.R.Helfrich  J.Fiuid Mech.

178, 31 (1987).

7. G.Pedersen J.Fluid Mech. 196, 39 (1988).

8. T.Y.Wu JErng, MechDiv. ASCE 107, 501
(1981).

9. JZhu, T.Y.Wu & G.T.Yawes Proc. 16th
Symposium on Naval Hydrodyn. (1986).

Figure 1. Schematical view of the flow gecmerry.
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1. Background

The grand purpose of our study is to reveal the
dynamical structures which underlie the general circu-
lations of the planetary atmospheres. It is aimed to
construct a theoretical framework which is useful in
describing their circulation characteristics, as tried by
Golitsynm since 1960’s ~. Our interest in due course is
to recognize the atmosphere of the earth (or the climate
of the earth) as one of the possible realizations in the
physical parameter space observed in the solar system.

One of our procedures in revealing the possi-
ble underlying dynamics is to gather and classify atmo-
spheric circulation patterns which might be observed
under various values of planctary “external” conditions
such as orbital parameters (amount and variation of
the incoming solar flux), radius and rotation rate of
the planet, radiation property of the atmosphere, and
surface boundary setups. The sampling of the possible
atmospheric circulations is partly possible by numerical
experiments by the use of the super computer powers.

Our search in circulation patterns is now per-
formed for the following three major targets:

1. to reveal the possible circulations which might
be realized with the earth’s condition, but with
strongly simplified surface and/or physical pro-
cesses,

2. toreveal the possible circulations which might be
realized with the values of solar flux and orbital
parameters which are related to Mars, Earth and
Venus,

3. to reveal the possible circulations which might
be realized as convection of a spherical shell in
general.

The first target includes so called aqua-planet
experiment, where all the surface is assumed to be cov-
ered by the ocean>®l. The aim is to answer the ba-
sic problem of the climate, that is, “where and how
does it rain?”. In the aqua-planet experiments per-
formed so far, the focus has been placed on expecially
in searching for the 1dealistic precipitation distribution
of the tropics. The experiment performed here is also
in this category, however, the new feature is to find out
the deformation of the precipitation distribution to a
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warm 38T (sea surface temperature) anomaly place in
the tropics. The configuration is suppesed to extract
the effect of the existence warm SST region of the real
Western Pacific on the general circulation patterns.

The second target is the three dimensional cal-
culations of the so called runaway greenhouse effect.
It has been argued, in relation to the evolution of the
atmospheres of Venus, Earth and Mars, that there ex-
ists a limit of radiation which can be emitted from the
top of the atmosphere with the acean!*l, The interest-
ing point is that the radiation limit is not far from the
value of the incoming solar flux of the present earth.
It is about 300 W/m®. The argument placed so far is
presented by the use of one dimensional models. It is
of interest to chserve with three dimensional model to
what extent the climate of present earth is stable to the
variation of the solar constant. The present concern is
to assess the calculation possibility of the evaporation
or the freezing of the oceans.

The third target is to refine the dynamical frame-
work of the rotating spherical convection theory, and
also to acquire the description ability of the circula-
tion patterns of the deep “atmospheres” as those of
outer planets and the sun. The theory of convection in
rotating spherical shells has been intensely considered
by Busse and his colleaguesi!), The difficulty in their
work is that the description utilized is too much math-
ematical, and hence it is not easy to acquire physical
insight. Especially for the distribution of the angular
momentum, there has not been presented any satisfac-
tory mechanistic description.

2. Aqua planet experiments with SST anomaly

2.1 Experimental design

The model utilized is basically the same as that
used in [3]. It is the three dimensional hydrostatic sys-
tem on a sphere with very crude physical processes. The
dynamical part is represented by the pseudo spectral
method with the triangular truncation at wavenumber
42 (T42) and 16 vertical levels. The cumulus param-
eterizations are Kuo or adjustment scheme. The ver-
tical diffusion is represented by Yamada-Meller Level
II scheme. The surface fluxes are evaluated by the
usual bulk formula. The radiation processes include



four bands, which are very roughly tuned to give the
mean temperature structure resembling the real atmo-
sphere. ’

The surface is all covered by the ocean (aqua-
planct). Note that in the experiments deseribed in this
section the value of SST is fixed. The SST distribu-
tion for the control experiment is zonally uniform and
symmetric about the equator, and has its peak value at
the equator. The anomalous S3T region is an elliptical
area with diameters of 60° in the longitudinal direction
wide and 20° in the latitudinal direction wide , which
is placed at the equator. The SST is increased by +2K
uniformly.

The integrations are performed for 200 days,
and the data after 100 days from the mitial date are
subjected for analyses,

2.2 Precipitation patterns
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Figure 1 shows the precipitation patterns ob-
tained by the anomalous S5T experiment with Kuo cu-
mulus parameterization. Note that the unit is W/m®.
It is obviously observed that in the west of the SST
anomaly precipitation is substantially suppressed for
about 30° longitudinal width. In the east of the anomaly,
the double ITCZ structure, which is one of the charac-
teristics of the precipitation behavior under the control
condition, is destroyed. The precipitation peak tends
to appear at the equator. In the subtropical regions,
the amount of precipitation decreases in the west of the
anomaly, while it is increased in the east of the anomaly.
Those anomalous characteristics in the precipitation
field are also observed with the adjustment parameter-
ization experiments, except for the appearance of the
equatorial peak in the east of the anomaly. This is be-
cause, with the adjustment scheme, this model tends to
have the precipitation peak at the equator.

Corresponding to the asymmetric distribution
of the precipitation field, the evaporation field has also
a similar asymmetry (not shown). This is caused by the
surface wind distribution anomaly, which is caused by
the condensation heating due to the precipitation over
tlie anomalous SST region.

2.3 Circulation anomaly
The circulation anomaly can be observed more
clearly in the upper tropospheric field. Figure 2 is

the anomalous geopotential field (deviation from the
zonal mean) at the upper troposphere. It is shown that
Rossby wave like patterns are expanding from the in-
creased equatorial SST region to the higher latitudes.
The iuteresting point is that the influence is comiug
back to the equator at the other side of the hemisphere
(180° away from the S3T peak).
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2.4 Acceleration of zonal mean flow

Figure 3 shows the mean zonal wind fields for
the control experiment (upper figure) and the SST anomaly
experiment (lower figure). We have to note that for the
control experiment only the easterly wind region exists
in the equatorial region, while for the anomaly experi-
ment, the westerly wind region appears. That is to say,
the atmosphere is rotating faster than the solid earth.
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Figure 3

The reason for the momentum accumulation at
the equator is considered to be the existence of radi-
ating waves as shown in Figure 2. It seems, although




we have not performed enough dynamical analyses yet,
that those wave patterns are due to Rossby waves gen-
erating at the heating region and propagating to the
higher latitudes. Since the Rossby waves have the east-
erly momentum, the radiation of Rossby waves from
the equatorial region means the westerly acceleration
there. Once the equatorial region becomes westerly re-
gion, then the radiation of Rossby waves occurs more
efficiently, which enhances further acceleration of west-
erly winds,

3. Aqua planet experiments for runaway greenhouse
condition

3.1 Experimental design

The model utilized is basically the same as that
used in the previous section. It is the three dimensional
hydrostatic system on a sphere with very crude physi-
cal processes. The dynamical part is represented by the
pseud spectral method with the triangular truneation
at wavenumber 21 (T21) and 1§ vertical levels. Note
that the horizontal resolution is reduced in order to in-
tegrate for the longer period in order to trace the evolu-
tion of the thermal structure. The cumulus parameter-
ization is so called large scale condensation only. This
1s because we do not have almost any knowledge on the
form of precipitation around the runaway greenhouse
situation, We just decide to use the simplest one. The
vertical diffusion and the surface fluxes are evaluated
by the same scheme as the previous section.

The radiation processes utilized is the, exactly
same thing as that of [4]. There is no scattering. Only
the water vapor absorb the long wave radiation and the
absorption coefficient is gray. The sun is assumed to be
at the equinox position. hence the zonal mean incoming
solar flux is symmetric at the equator,

The surface is all covered by the ocean (aqua-
planct}. But in this section, the SST is not fixed. The
surface does not have heat capacity. The radiation flux,
sensible flux, and latent flux are in balance at the sur-
face at any time. This is the so called swamp condition,

Four integrations are performed for 500 days.
The first one is started from an isothermal (T = 280K)
atmosphere with no metion. The solar constant is fixed
to be 1360W/m*. Then after 500 days, the solar con-
stant is increased to 1600 W/m?. Again the system is
integrated for 500 days. And then the solar constant is
increased to 1800 W/m? and the system is integrated
for another 500 days. Finally the solar constant is in-
creased to 2600 W/m?, which is the value at the orbit
of Venus.

3.2 Evolution of global mean temperature and .OLR
The evolution of the global mean temperature
and OLR (outgoing longwave radiation) is shown in
Figures 4, 5 and 6. They are the evolutions for the so-
lar constant of 1360 W/m*, 1600 W/m?, 1800 W/m?,
respectively. In each figure, the upper panel represents
the temperature evolution while the lower panel repre-
sents the OLR evolution. In Figure 4, where the solar
constant is at the present earth’s value, the tempera-

ture and OLR increase initially and approach almost
steady final value,
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In Figure 5, where the solar constant is increased
moderately, the temperature and QLR seem to keep
increasing but the tendency is very small and can be
expected to reach the steady state.

The funny phenomena can be seen in Figure
5. After the initial slight increase, the OLR begins to
decrease and keep going down. The temperature on
the other hand keep increasing steadily. This is con-
sidered to be the three dimensional realization of the
runaway greenhouse effect. The situation can be un-
derstood clearly with Figure 6, where the global mean
long wave heating rates (K/s) are plotted. Note the
value is negative. They are actually the cooling rates.
In Figure 6, the dashed line corresponds to the Figure 5
case where the solar constant is 1800 W/m?, while the
solid line corresponds to the Figure 4 case where the
solar constant is 1360 W/m?. It is shown that for 1800
W/m?* case, the radiative cooling occurs at the higher
levels of the atmosphere. This is becanse the increase
of the solar constant causes the increase of atmospheric
opacity, which means that the emission from the atmo-
sphere to the space occurs at the higher altitude. If the
increase of the emission level is faster and the decrease
of the temperature at the emission level is faster than
the increase of the global mean temperature, the result
turns out to be as shown in Figure 6.
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3.3 Acceleration of zonal mean flow

An interesting circulation feature is found in the
zonal mean flow field. Figure 8 shows the zonal mean
wind for the solar constant of 1360 W/m? case (up-
per panel) and 2600 W/m? case. There appears very
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fast westerly wind (more than 100 m/s ) region. Note
that in the lower panel, because of the fault of contour
routines, contours less than 10 m/s are not drawn.
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The reason for accumulating such a large amount
of super rotating angular momentum is unknown. There
1s a possibility that numerical problems emerge into the .
results at this value of solar constant. However, since
other fields such as temperature are consistently chang-
ing, the result shown in Figure & might pick up a new
dynamical regime. Actually, zonal mean profile of the
condensation heating has peak vale not at the equator
but in the mid latitudes. The circulation is downward
at the equator. The mean circulation is completely dif-
ferent from the ordinary circulation of the present at-
mosphere. We have to produce wave activity diagnosis,
to perform two dimensional zonally symmetric calcu-
lations, and so on, before having further discussion on
this matter.
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4. Boussinesq convection in a spherical rotating shell.

4.1 Experimental design

In order to reinforce the knowledge of formation
of zonal mean flows, we start from a reconsideration of
the zonal mean flow distributions induced by Boussi-
nesq convection in a spherical rotating shell. This is
the typical starting point of the thorough theoretical
consideration. To start with the consideration is lim-
ited to the cases where rotation rate is small. The con-
ditions considered include homogeneous internal heat
sources and fixed temperature boundaries as the ther-
mal conditions, and free-slip boundaries as the kine-
matic conditions. This is a standard set of boundary
conditions in the sense that many investigations have
been performed already. However, the classification of
momentum redistribution is not considered so far.

The calculation performed here just follows the
weak nonlinear procedure. The linear critical modes
are numerically calculated by solving the linear stability
problem. Then the zonal mean flows which equilibrate
the acceleration due to the nonlinear forcing caused by
the linear critical modes are alse numerically calculated,

4.2 Zonal mean flow acceleration

The calculated distribution of mean zonal flows
are shown in Figure 9. Figure 9a is the result for Taylor
number Ta = 10. The ratio of the inner radius to the
outer radius is = 0.6. Prandtle number is Pr = 1.
Note that the westerly (super rotating) region appears
at the equatorial region.

Figure 9b is the case where Prandtle number is
increased (Pr = 100) from that of Figure 9a. All the
other parameters are fixed. Note that easterly region
appears at the equator. Figure 9c is the case where
the inner radius is decreased, i.e., the convective layer
depth is increased from that of Figure 9a. All the other
parameters are fixed. This case also show the easterly
wind region at the equator. It seems that a transition
from equatorial super rotation to retrograde rotation
occurs as the value of Prandtl number and/or the thick-
ness of spherical shells increase.

This tendency can be understood by the varia-
tion of relative importance of the transports of angular
momentum between by mean meridional cirenlations
(Y57 cos® ¢) and by Reynolds stresses (o cos ¢). The
total angular momentum transport is described by

9 {Gr cos ¢)

ot
1 3 )
+m% [cos ¢ ((QFr cos” ¢) + (W cos )]

= {Fyrcos ¢},

where r is radius, 4 is longitude, u, v is eastward and
northward wind, () is vertical mean, (} is zonal mean,
Fy is frictional diffusion term.

The Reynolds stress due to convective cell causes
westerly acceleration, because w0 becomes equatorward
owing to the Coriolis effect. On the other hand, since
tle mean meridional circulation is from equator to pole
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in the outer region while pole to equator in the lower
region, the mean transfer of angular momentum due
to mean meridional circulation causes easterly accel-
eration. Since Prandtle number becomes large, that
is, friction is increased, the velocity correlation due to
Coriolis effect becomes small and thus easterly acceler-
ation occurs. Similarly, if the radius of the inner sphere
becomes small, the mean meridional circulation trans-
port the momentum to the higher latitudes more effi-
ciently, and again, eastward acceleration occurs.

Figure 9
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1. Introduction

Concentrated vorticity region often appears as a
coherent structure in geophysical flows, where the fluid
motions are subject to a strong influence both of the
Corlolis force and the density inhomogeneity associated
with temperature and/or salinity variations. Vertical
vortices {(here, those with vertical vorticity component
are meant), such as the "Meddies" in the ocean, keep
their identity for a very long time. The motion and
stability of these vortices embedded in a stratified
rotating fluid is an important subject for the
understanding of the physical mechanisms of energy and
momentum transport in geophysical flows.

Geophysical fluid motions are often well described
by a quasi-geostrophic approximation and many
investigations on vortex instability have been performed
based on the quasi-geostraphic, f-plane equations. For
instance, Flierl] solved the normal-mode equations
analytically for a class of isclated model vortices with
piecewise-constant vorticity. He showed that a
"baroclinic” instability mode becomes more unstable
than barotropic modes, if the scale of the whole vortex is
small compared to the radius of deformation. Similarly,

Gent & McWilliams? and Carton & McWilliams? solved
numerically the normal-modes equations for several
continuous vorticity profiles. They reported that the
fastest growing perturbation is often "baroclinic” (they
called it an internal instability). The "baroclinic”
instability is called, sometimes, the "internal barotropic”
instability, but we follow the terminology of Flienl
throughout this paper.

We consider the linear stability of an elliptic vortex
patch in this paper. Specifically, we consider the
Kirchhoff's elliptic vortex, a vortex patch with uniform
vorticity (unity without loss of generality) inside of an
ellipse whose major and minor serni-axes are a and b. If
it is embedded in an irrotational fluid, it rotates solidly
with a constant angular velocity W=ab/(a+b)2. Love4
studied the linear barotropic stability of the Kirchhoff's
elliptic vortex and showed that it becomes unstable to
disturbance with azimuthal wave number 3, if the ratio
a/b is greater than 3. Qur objective is to clarify the
baroclinic effects on the stability of Kirchhoff's ellipse.

2. Formulation

The quasi-geostrophic equations of motion
{conservation of the potential vorticity) on the f-plane are
written in terms of a streamfunction y, as

2, vd dyd
At Byax

104 + L;]y=0. (1
ox dy v
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Here, D denotes the Laplacian operator in the horizontal
plane and Lz is a differential operator representing the
effect of stratification. The explicit form of L is not
required in the following stability analysis. The
streamfunction inside of the Kirchhoff's elliptic vortex is
given by,

2y a2
__bx’+ay , )
2(a+b)

where the uniform (relative} vorticity in the interior of
the ellipse is taken to be unity and g is the major semi-
axis and & is the minor semi-axis. The Kirchhoff's elliptic
vortex rotates rigidly about the z-axis with a constant
angular velocity

Q=—ab (3)
ta+b)?

The elliptic-cylinder coordinates {x, h, z) are
convenient in describing the geometry of the basic flow
field:

x=ccosh & cosm ,

y=csinh&sinn ,0sn <2 (4a,b)

where c=Ya? - b® . In these coordinates, the boundary of
the elliptic vortex is re-presented by

E=to=Lllog (@i‘l) )

2 a-b
and the streamfunction outside of the vortex is written as
Your= - ‘*‘z—bE_. - ﬁ411 e%cos 2. 6)

Since the basic flow is uniform in the vertical
direction, we can introduce the normal-mode
disturbances of the form

Yinout = Winow + €£(z) ,‘{;in.uul ()] el
€ <<l) 7y

where f(z) denotes the eigenfunction of a Sturm-
Liouville problem associated with the differential



operator L. With appropriate bbundary conditions, f(z)
corresponds to the eigenvalue 1 by

Lyf(z) = -121(2) . (8)

The boundary of the vortex patch is assumed to deform
as

E=Ep+eF(M) f(z) e . )

The disturbance streamfunctions (both inside and outside
of the ellipse) obey the Helmholtz equation:

(A - N inow = 0,
. 2 2

( [a_z + 3_2 -2q(cosh2€ - cos2n) ] Qin.om =0
& o

with q =%ch ). (10a,b)

At Ofe), the kinematical boundary conditions that
the boundary of the vortex patch continues to be the
boundary are written, on x=xg), as

, aﬂl\'m )
ioh* F+——- Q-2 (h?F) =0,
am

. a"l;out a 2 '
iwh? F+—/—2 . Q2 (h'F) =0, (1la,b)
on on
where hZ denotes the metric factor, i.e.,
(12}

n* =i—c2(cosh2§ -cos2n) .

The dynamical condition on x=xg is the continuity of
tangential velocity, which is identical to the condition of
pressure continuity:

.a..%_?j’.\ﬂ: th_
o€ d€

(13)

The solutions of (10a,b) are expanded in terms of
the Mathien functions (truncated at N=30), and the
problern is reduced to an eigenvalue problem of a 2Nx2N
matrix, The eigenvalues w and the eigenvectors are
calculated numerically using the QR method,

3. Resulis

Since the odd (2p-periodic) and even (p-periodic)
modes are decoupled completely, we will describe the
results for the odd modes and those for the even modes
separately.

Figure 1 shows the contours of constant growth-rate
of the odd modes in the l-a/b plane, where the horizontal
axis is the vertical wave number 1 and the vertical axis is
the aspect ratio a/b and the contour interval is 0.01. It is
remarkable that the Kirchhoff's elliptic vortex is unstable
to the bending mode {m=1) irrespective of a/b for certain
range of 1 and that the unstable region touches the l-axis
atl = 1o = 1,7046. Close examination shows that the
growth-rate of the bending mode is proportional to a/b-1,
when it is very small. The perturbed vortex boundary and
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the disturbance streamfunction for a/b=2.0 and I=1.25 are
shown in Figs. 2a and b, respectively. We can see clearly
that the instability mode has an azimuthal wave number
1 and a phase shift of about p/4 (o the major semi-axis).
This instability occurs as the result of resonant
interaction between the baroclinic bending wave and the
barotropic elliptical deformation wave (see for details
Miyazaki & Hanazaki>).

As for even modes, Fig. 3 depicts the contours of
constant growth-rate in the 1-a/b plane, Only the m=2
mode appears in the parameter region described in this
figure (a/b<4). The shape of the deformed vortex patch
and the perturbation streamfunction are illustrated in
Figs. 4a,b (a/b=2.0, 1=0.5). Any ellipse is unstable to the
m=2 barcclinic mode irrespective of the value of a/b. The
growth rate increases and the unstable l-range becomes
wider as the ratio a/b increases. Close examination shows
that the growth-rate decays like (a/b-1)2 in the limit
#/b—>1. The physical mechanism of this instability
seems to be related to a side-band instability (Benjamin-
Feir instability) of finite-amplitude barotropic waves,

Using Figs.1 and 3, we can judge whether an ellipse
of a given aspect ratio a/b is stable or unstable, if the
spectrum {l,]} of the Sturm-Liouville problem (8) is

known,
w

20 §.,

ab

1.0

¢ 1.0 0

A

Fig.1 The contours of constant growth-rate of the odd

modes in the -a/b plane

Figs.2a,b The perturbed vortex boundary and the

disturbance streamfunction for a/b=2.0 and A=1.25
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Fig.3 The contours of constant growth-rate of the even
modes in the A-a/b plane :

Figs.4a,b The perturbed vortex houndary and the
disturbance streamfunction for a/b=2.0 and 3=0.5
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1 Scientific Background

Climate variation in nature is composed of two compo-
nents: one is caused by unusual external forcing and the
other is the inherent natural variability which occurs
even under the fixed houndary conditions. A detailed
analysis of climate variability is an important research
subject to understand the issue in the global change.
Occurrence of short term abnormal weather may be re-
garded as a signal of the climate variation superimposed
an the natural variation.

Recent global warming is anticipated to have been
caused mostly by the increased COq, which acts as the
external forcing of the atmosphere. It is important to
know the quantitative magnitude of the recent warming
induced by the greenhouse gases such as COy. If the
anticipated warming is caused mostly by these green-
house gases, some immediate political action has to be
taken to reduce the greenhouse gases. However, if the re-
cent warming is just due to the natural trend or naturai
variability of the chaotic atmosphere which has no rela-
tion to the increased greenhouse gases, there is no need
to worry about the release of these greenhouse gases
into the atmosphere. Therefore, the first step to assess
the recent climate variation is to separate the variabil-
ity into the forced trend due to the increased greenhouse
gases and a natural variability of the atmosphere super-
imposed on the forced trend.

Atmospheric general circulation models under fixed
boundary conditions, such as the fixed sea surface tem-
perature {SST), indicate their own natural variability
determined by the characteristic physical processes in-
cluded in the models. Likewise, coupled atmosphere-
ocean models and more complicated climate system mod-
els would indicate their own natural variability under
the fixed wider class of the boundary conditions, such
as the type of gas constituent and astronomical param-
eters. The process to determine the magnitude of the
natural variability depends highly on the complexity of
the model. However, it is not clear how the natural vari-
ahility depends on the complexity and the internal non-
linear structure of the model. Even a simple barotropic
model with an energy source and sink can show its char-
acteristic natural variability. Hence, it is an interesting
subject to evaluate the magnitude of the natural vari-
ability for different climate models and find some rules
between the model complexity and the induced natural
variability.
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2 Objective

The objective of this study is to find the typical magni-
tude of the natural variability of a model atmosphere by
a long term integration {1000 years) of a simple barotropic
model under a fixed boundary condition. The results
will be compared with the natural variability of other
climate models.

3 Model description

A 3-D spectral representation of primitive equations may
be written by the following general form after a suitable
diagonalization of the linear terms:

%+io’,—w; = —:'Zr;,-kw_,-wk+f,-, i= 1,2,3,...
ik

where w; and f; represent the spectral expansion coef-
ficients of the dependent variables and external forcing,
respectively. The symbol g; denstes the eigenfrequency
of the normal mode in a resting atmosphere, and r;j; is
the interaction coefficient for nonlinear wave-wave inter-
actions. -

In the 3-D spectral representation, the vertical ex-
pansion hasis functions may be divided in barotropic
and baroclinic components. In this study, we attempt
to construct a spectral barotropic model, using only the
barotropic components of w;. The spectral equation for
such a barotropic model has the same form as for the
baroclinic model, except the fact that the barotrepic-
baroclinic interactions should be included formally in

f
In this study, we consider the next forcing:
fi=(BC)i+ (DF)i+{ZS)i + (VP);,

where { BC); represents the baroclinic instability, (DF);
the biharmonic diffusion, {Z5); the 2onal surface stress,
and (V P); the vertical propagation of planetary waves.
The unique energy source of the model is (BC);, and the
rest of the three physical processes are the energy sinks
in this model. The nonlinear interaction is designated
as (WL);. Refer to Tanaka (1991) for the detail of the
model description.



4 Results:

We integrated the simple spectral barotropic model for
1000 years under a fixed boundary condition. Figure
1a to 1d illustrate the time series of the total energy of
the model atmosphere for 1, 10, 100, and 1000 years,
respectively. The model output is stored for every 24
hours. Those time series in Figs 1 are the plots for daily
value, 10-day, 100-day, and 1000-day averages, respec-
tively. Namely, every panel of the time series contains
365 points of data.

Figure la shows a smooth variation of energy level
starting from about 11 x 10° Jm~2, The energy in-
creases to 17 x 10° Jm~? after about 20 days and has
reached to an equilibrium, fluctuating the mean level.
This time series seems to contain a low-frequency vari-
ability with a period of approximately 50 days.

Figure 1b is the time series of the 10-day mean of
the same energy variation for 10 years. We can see the
initial increase at the first 20 days at the left-most edge
of the time series. The energy level varies within a range
from 14 to 22 x 10* Jm~2. This range characterizes
the magnitude of the natural variability of the model
atmosphere.

Figure lc is for the 100-day mean time series dur-
ing 100 years.. Since the 100-day mean filters out most
of the dominant oscillations, the range of the natural
variability is reduced substantially compared with the
10-day mean time series in Fig. ib. Similarly, Fig. id
is for the 1000-day mean time series during 1000 year
integration period. The range of the natural variation
has reduced in this plot to about 1 x 10% Jm~2. This
time series differs substantially from that of Fig.la in
its characteristics of variation. We find practically no
ultra-low-frequency variability at this time scale heyond
the 50 day period.

Figure 2 illustrates the power spectrum’of the time
series of the total energy for the 1000-year integration.
The power spectrum is estimated by the FFT routines
and is smoothed by averaging 64 term of the original
power spectrum. The frequency resolution of the spec-
trum is about 1/(10-years) which is still fine enough to
argue the detailed spectral properties.

The result clearly separates the two characteristic
spectral slopes of the model atmosphere, It is obvious
that the spectrum is white for the period beyond 50
days. In other word, the random variable has no mem-
ory of the past for the variation beyond the 50-day pe-
riod. In contrast, the spectrum is red for the period
shorter than 50 days. Namely, the random variable re-
members its own past to some extent for the variation
shorter than 50-day period. Interestingly, the spectral
slope for the red noise obeys approximately the -3 power
of the frequency. There is an energy source into the Bys-
tem at the frequency range near 1/(5-day) due to the
parameterized baroclinic instability. Separated by this
energy source, the spectral slope appears to change to
-4 power of the frequency at the higher frequency range
over 1/(5-day) to 1/(2-day).

The red noise spectrum extends over the range from
1/{50-day) to 1/(2-day}. Although there is no apparent
spectral peak near the frequency at 1/{50-day), we can
observe the dominant variation with the time scale of
about 50 days as in Fig. la due to the fact of the dom-
inant spectral power at this range relative to the higher
frequency range of the red noise.
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5

Summary

The results of the 1000 year time integration of a sim-
ple barotropic model with an energy source from the
parameterized baroclinic instability are summarized as
the following three points:

6

.

1. The total energy of the model atmosphere shows

natural variation in the range from 14-22 x 10°
Jm~? for the long-term average of 17 x 10° Jm~%.

. The time spectrum of the model atmosphere is

characterized as white noise for the low-frequency
variahility with its period longer than 80 days. In
contrast, the spectrum is characterized as red noise
for the period shorter than 50 days.

. Tt is found in this study that the red noise spec-

trum over the spectral range for 1/(50-day) to
1/{5-day) obeys a characteristic -3 power low, Since
there is a unique energy source into the system
near the frequency at 1/{5-day) in terms of the
baroclinic instability of synoptic disturbances, we
can expect a reverse energy cascade from higher-
to lower-frequency ranges associated with the -3
power law of the power spectrum.
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